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Multilinear Linear Regression e Why did our PCA model result in a lower R2 and a higher RMSE and a higher
When working with a regression problem an issue that often arises is having an MAE? Does this necessarily mean our PCA model was worse?
: : e We wanted to create a Multiple Linear Regression Model iduals:
abundance of data that hinders our model. A dataset may include 2 Iarge set of to later compare the results tF:)o our Princi gaI Component R:slglg : 8060 -0.3:43 1.061% 9.4160 - '
: : : r comp P P el A el We were expecting the PCA model to perform slightly worse than the
variables, but some of the variables do not contain much of the necessary Analysis Model. Coefficients: e S o vatae SRS " : , ,
inf ion. One of the soluti hi blem is impl : loorith (Hitercept) 3134035 1348481 -1.690  0.20703 multilinear regression model because, models using PCA sacrifice some accuracy for
information. One of the solutions to this problem is implementing an algorithm : : : : minutes_past ORAZ. 0.0 oiilel oRiEl : : : : :
P P & & e The image on the right shows our linear model using our 24  rzdardist i 0.234396  0.077924  3.008 0.00301 *- a simpler data set. The simpler data set is easier to work with and ensures the data
called Principal Component Analysis, this algorithm reduces the dimensions of our variables.This model was obtained using the testing dataset. Rf-3:-10t D-bazie O0ees (AR el that is less significant to not be included, when creating the model
Ref_5x5_90th 0.212841 0.104995 2.027 0.04415 * ) .
data set. Principal Component Analysis helps us in visualizing the main component in 505 e L e g e
> > J > E P ® We also calculated the R*2,Root Mean Square Error, and RefComposite s 50th 0.428301 0.214733 1.993 0.04760 -
our data set and improves our modeling results.Ve are using data from a Kaggle mean absolute error using our testing dataset. Rhoty oo o0t O 26304 1,435708 -0.570 0.36965
RhoHV_5x5_10th -1.069291 1.339369 -0.798 0.42573 .
o o . o« o . . . .  5%5 5 4 7 7
competition that includes a training and testing data set, with 24 variables included , RhotV_5x3_90th 0.528266 1.034142 -0.311 0.61011 ® Why would you choose to implement PCA!
® The higher the R2 value means, that our model accounts 2 -0.123846  0.310989 -0.398 0.69094
. h d O I . k . | k th fP . . I s . . Zdr__Sx:_>_10th 0.129625 0.202030 0.3$8 0.;5085 I d [ Id h h d P . . I C A I o« e I
In each data set. Our goal Is to take an extensive |looK at the process or Frincipa for a higher percentage of our response variable variance.  zér5x5oh 0.276974  0.743188  0.373 0.70983 n today's world, there are huge datasets. Principal Component Analysis is able to
. . . . . Kdp 0.022515 0.068759 0.327 0.74372 ) ) : : : ) :
Component Analysis and how it performs.We will do this by comparing the The | He RMSE and MAE e o Kdp_5x5_10th 0.125414  0.112032  1.119 0.26446 simplify and compress those datasets into something simpler which still captures
. . . . - o ¢ e lower the an means that the model was Kdp_5x5_90th -0.122505 0.105149 -1.165 0.24556 . . . . .
modelling results when using Principal Component Analysis and when not using performing better. e U S A most of the information from the original dataset. This allows for faster
Principal Component Analysis on the Kaggle dataset. RILToTE Fcadacde Doy Rated e ade o3 computations within and upon those datasets.
F-statistic: 4.913 on 22 and 177 DF, p-value: 5.281e-10
02574564 2356512 1923405

METHODOLOGY
> Problem Approach PCA Model
o Our main goal was to reduce the amount of dimensions of our dataset using Principal Component
Analysis. This allows for us to retain most of the datasets variance and information while making a Detari gl dinens snsiesn 22
large dataset smaller and therefore easier to work with.Ve then see how the Principal Component ® Jo create our model using PCA, E;i’m:;:d;;:ptgloddd2:t

Analysis model holds up to a Multiple Linear Regression Model. fi ded lcul cv TSRy S TS Wy fime I Cinn S
we first needed to calculate our S ot RS (R, TP, L B £ S BIBLIOGRAPHY
> Data . . adicv 3250 3238 324 3269 3269 3ase  3.ass 3.0
PrInCIPIe Components. 16 comps 17 comps 18 comps 19 comps 20 comps 21 comps 22 comps

v 3.067 3.072 3.072 3.028 3.064 3.071 3.058
adjCcv 3.053 3.056 3.055 3.012 3.046 3.051 3.037

o First we used a dataset that included 24 variables in order to predict “the actual gauge observation

TRAINING: % variance explained

. oIl [ 3] . 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps . o . o . . o o o . . .
in millimeters” for rain(Kaggle). X ecreg OB SLz o esi 7209 7681 snz ShGe 5.0 Ph.D., Benjamin Obi Tayo. “Machine Learning: Dimensionality Reduction via Principal Component
. . . ® Th I h I h h h X o B i - B S B R e CO Y -
O ThIS dataset had Upwards Of I,OO0,000 entrleS.A IOt Of these rows had a vast amount Of mISSIng c Image on t c rlg t SNOWS t e Expected 1612);‘2)5 17123;5 1815“:)335 1913@);35 20252;«%35 2122;%5 2232;335 AnalySlSo Medlum, Towards AI, 11 June 20199
data so we ended up using only 252 rows to do our models upon. prin Cip| e componen ts calculated b)’ focted 3035 LI e 3oh e e https://pub.towardsai.net/machine-learning-dimensionality-reduction-via-principal-component-analysis-1
o bdc77462831.
> Multiple Linear Regression PCA . . . Eu;bertgfd&ompggents considered: 22
and this was information we ... v : : : . : :

: : : : o Cross-validated using 10 random segments, ] Jaadi, Zakaria. “A Step-by-Step Explanation of Principal Component Analysis (PCA).” Built In, 1 Apr. 2021
| ewespltow "e.V'SGC.I cataset mto° : tra"?mg al'nd teSF cataset inci used to deCide’ which components - s TR ORI 6332? i h,ttns://builtin.com/data-science/sten-sten-exnlanation-nrincinal-comnonent-analvsis. | |
o Then we ran a multiple linear regression which did not incorporate any Principal Component o TS TR OSMR MOER VUM VoW vom vom

. . adjCv 8 ¥ . .394 g .4 ¢ . s
. . . 16 comps 17 comps 18 comps 19 comps 20 comps 21 comps 22 comps A O o O
Analysis and used all variables in our dataset. to include in our model. oo, daes 3SR Tada Tises Ui Zach. “Principal Components Analysis in R: Step-by-Step Example.” Statology, 1 Dec. 2020,
. . . : % variance explaine o Q Q Q< &
O WVe used our model to get Predicted values for the expected rainfall and compared it to the actual T s Comps Bdggwgi 4 comps 5 comps 6 comps 7 comps 8 comps https://www.statology.org/principal-components-analysis-in-r/ .
Expected 0.3035 10.52 13.79 15.12 152312 15.19 15.19 15.75
. 9 comps 10 comps 11 comps 12 comps 13 cgmps 14 comps 15 comps . .
values of the rainfall. St TR 2L FE B ZR B “How Much Did It Rain? IL” Kaggle, 7 Dec. 2015,
comps 7 comps comps comps comps comps comps
O WVe observed the R*2 and RMSE for this model in order to see how it compared to the Principal Mems B B SR G R SN https://www.kaggle.com/competitions/how-much-did-it-rain-ii/data.

Component Analysis Model.

> Principal C t Analysi
HEpal SOMPONENs Ay = To decide which components to include in our model, we looked at the RMSEP and Training %

Variance explained in our model when using the training data.VWe wanted to find the number of
components which we can include in our model that would not give us diminishing returns,

O Like in Multiple Linear Regression, we split our revised dataset into a training and test dataset using
the same seed we set in Multiple Linear Regression.
o0 We then ran Principal Component Analysis on our 24 variables in order to see how many principal

components we want in our new model. T

o0  When we ran a summary of after running Principal Component Analysis, it gave us a table that \
included Validation:RMSEP and TRAINING: % variance explained. | ~— "\ S P

° P N \ - T

0 From Validation:RMSEP, it calculates the RMSE as you add more components.The Lowest RMSE
happens at |5 components.
/,rjw\
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o From Training Percent Variance, it tells us the variance in our response variable(expected) which is

explained by the amount of principal components.At all 22 components you reach 100 percent, but
at |5 you already reached 98.68 percent. Therefore based off of Validation:RMSEP and TRAINING:
%,we deduced it was best to run |5 components onto our new model.

Below are the metrics in which we calculate how well our model performed, when using
o0 We then ran the model based off of |15 principal components and recorded RA2 , RMSE and MAE.

|5 components in our model.

R2 RMSE MAE

0.1966326 2.453501 1.992071

Our PCA model resulted in a lower R2 value, higher RMSE, and higher MAE value.


https://builtin.com/data-science/step-step-explanation-principal-component-analysis

